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Abstract

This paper presents the design and implementation of a novel backup system built on top of a peer-to-peer architecture with minimal supporting infrastructure (e.g., no unique node ids and public keys, nor decentralized message routing, etc.) The system can be deployed for both large- and small-scale peer-to-peer overlay networks. It allows computers connected to the Internet to back up their data cooperatively. Each computer has a set of partner computers and stores its backup data distributively among those partners. In return, the partners store parts of their backup data on that computer. Each computer’s data is stored distributively in such a way as to achieve both fault-tolerance and high reliability. This form of cooperation poses several interesting technical challenges because these computers have independent failure modes, do not trust each other, and are subject to third party attacks. Our prototype implementation shows that the system is feasible, cost-effective, and has low overhead.

1 Introduction

Traditional data backup techniques rely on storing backup data on highly reliable storage devices off-site. These techniques are reliable and widely used. However, they are expensive because of the cost of the drives and the media, as well as the cost of managing the media and transferring it off-site. Internet backup sites offer another alternative. Typically, they offer the backup service for a monthly fee. Customers upload their data to the backup site and their data is available if needed later on during their subscription period. Internet backup sites charge a high fee because of the dedicated resources necessary to store the backup data.

This paper proposes a cooperative backup system that uses slack resources at participating computers to back up their data. Hence, this technique is cost effective as it is a form of cooperation in which each computer receives as much service as it offers.

The system requires the participating computers be running and normally connected to the Internet to allow backup and restore operations to occur at any time. These computers form a peer-to-peer overlay network. The system uses minimal supporting infrastructure. It does not require the nodes to have unique identities, certified public keys, or decentralized message routing algorithms. It only needs to do node discovery, which can be implemented as peer-to-peer service or through out-of-band means.

Each computer has a set of partners from different geographic locations. This diversity is important because it guarantees independent failure modes for the computers; it is analogous to taking the backup tapes off-site for traditional backup systems. The backup relationship is reciprocal. However, the partners need not form a clique such that the backup relationship is transitive. Because these computers do not form a global system service, the back service can be deployed among a small number of nodes, or alternatively among a large scale peer-to-peer network to achieve better diversity.

As explained later, there may be bad partners. For example, a bad partner is always down or disconnected most of the time, or is not really holding its partners’ backup data. If a computer finds out that one of its partners is bad, it will cancel the backup agreement with this partner and will find a new partner instead.
2 Design Issues

As the backup data of each computer is stored distributively among its partners whom the computer does not trust; the system must ensure the confidentiality of the backup data. Moreover, the system must be robust enough to enable a computer to restore or back up its data even if some of its partners are down. When a computer restores its data, it needs to make sure that it is restoring the latest copy that it had backed up, and that the copy has not been tampered with. The next subsections explain these design issues and the techniques that we use to resolve them. We have devoted the next section to discuss security aspects of the system.

2.1 Confidentiality

To ensure the confidentiality of the backup data, which is stored remotely among the backup partners, each computer encrypts its data before sending it to the partners. We use secret key cryptography; each computer has its own secret key (and does not share this key with any other computer), and encrypts the backup data using block ciphers. In particular, we use IDEA to encrypt the backup data. The secret key (along with some other small pieces of information as mentioned later) has to be stored separately off-site.

2.2 Robustness

For a computer to do backup or restore, it needs to communicate with its partners. However, a few partners may be down at any instant of time. The system uses erasure codes; if some parts of the data are missing, it is possible to reconstruct the whole data. The main idea of erasure codes is to add redundancy to the data by partitioning the data into blocks and augmenting the blocks with redundant information so that error recovery is possible if some part is lost. We use Reed Solomon erasure codes rather than Tornado codes because they require less network traffic and optimally minimal storage. However, Reed Solomon erasure codes require more processing time than Tornado codes, but our prototype implementation showed that the time used to encode the data is less than the time used to do the encryption and to compute the cryptographic checksums.

Each data block consists of several sub-blocks. After applying erasure codes, we get an augmented block that consists of the same original sub-blocks plus extra redundancy sub-blocks. Each sub-block of the augmented block is stored at a different partner. So, the failure model is that of an erasure; a whole sub-block is either available or missing. We use other means to detect errors in the sub-blocks. In particular, as explained later, these sub-blocks are self-checking. For each individual computer, configuring the number of original sub-blocks and redundancy sub-blocks can achieve very high reliability at the expense of more space overhead. For example, adding 6 redundancy sub-blocks to each 6 original sub-blocks gives %99.995 reliability at the expense of 100% extra space overhead.

2.3 Integrity

When a computer restores its data, it needs to ensure that the data that it is restoring has not been modified. Thus to guarantee the integrity of the data, each computer signs its data by using a keyed hash function, which is a one-way cryptographic function of both data and hash-key to cryptographic hash value. The hash-key must be available to generate or verify the hash value. More specifically, we use HMAC-MD5 to generate the cryptographic hash values. During backup operation, the computer attaches a cryptographic hash value to each sub-block. Therefore, the sub-blocks become self-checking and any modification to them can be detected.
2.4 Authentication

Authentication is necessary to prevent imposters. However, we do not need certification and a public key infrastructure. We use the Diffie-Hellman method to establish a shared secret key between each two partners. Partners authenticate all messages by adding a sequence number to each message and a cryptographic hash value of both the message and the sequence number. Using Diffie-Hellman introduces a variant of the man-in-the-middle attack, which we discuss in the next section.

3 Security Issues

The security issues are a major concern in such a peer-to-peer environment because partners do not trust each other and the system is vulnerable to third party attacks. We believe that some of these issues are novel and have not been encountered in other systems, and possibly there are potential security holes that we may have not discovered. We classify security issues into cheating attacks, in which an attacker would gain a direct benefit, and spite attacks, in which an attacker strives to bring parts of the system to a halt. In this section, we assume that computer X is malicious whereas computers Y and Z are good.

3.1 Cheating

Here an attacker tries to gain direct benefit (e.g., extra storage space or free backup service) from misbehaving. The next subsections describe the following: how a computer ensures that its partners are holding its data, how to prevent having backup for free even if partners are allowed to be down for long periods of time, and how to prevent storage amplification.

3.1.1 Ensuring that partners are holding backup data

Computer Y issues periodic challenges to its partners to ensure that they are holding its backup data. A challenge is a request to read a randomly chosen sub-block. When computer Y receives the requested whole sub-block, it checks the sub-block number, date stamp and integrity.

A challenge remains outstanding till the sender receives the expected reply. If a challenge remains outstanding for a long time, the sender denies all random read and write requests from that partner. However, a request for restoring the data is still granted as described in the next subsection. Later on, if the challenge remains outstanding for too long, the sender decides to replace this partner and finds a new partner.

3.1.2 Having backup for free

The system allows some tolerance for participating computers. For example, a computer can be down for a week or two accidentally without losing its partners. This period of time is called the grace period. However, this introduces the possibility of having the backup service for free as in the following scenario: computer X joins the system, acquires a set of partners, and backs up its data. Then, it pretends to be down for the grace period. Just before the grace period expires, it rejoins the system, gets a new set of partners and repeats the same steps. During the grace period, computer X had free backup service as it could restore its data at any time and it neither stored the data of its partners nor responded to any challenge or request.

To prevent this possibility, we introduce a probation phase that we call the commitment period, which is longer than the grace period (e.g., double the grace period). The commitment period applies only between any
two new partners. During the commitment period, the two partners are required to hold each other’s data without allowing any restore operation. In other words, backups are allowed as well as challenges and random read and write requests, but restore operations are disallowed. It worth mentioning that random reads are different from restore requests because for the former, it is possible to exchange challenges concurrently with the read requests, whereas for the latter, challenges cannot be exchanged as the computer which issues the restore request would have lost its partners data along with its own data.

To show that this method prevents computers from having backup for free consider the following concrete example: Select the grace period to be two weeks and the commitment period to be four weeks. If computer X tries to cheat and have the backup service for free, it will join the system and hold its partners data for the commitment period. Then, it will use the grace period of two weeks. In this way, computer X is forced to hold its partners data for four weeks without any backup privilege in order to have two weeks of free backup which is a definite loss for computer X. Normally, If a computer decides to replace an exiting partner with a new one, paying the commitment cost would not prevent it from having the backup service because it can restore all its data from the other partners because the data is encoded using erasure codes.

3.1.3 Storage amplification

A malicious computer X can abuse the system to get access to as much storage space as possible. Let us consider the following scenario where the commitment period is double the grace period. Computer X gets a new partner (Partner1). Then, after the grace period, computer X gets another new partner (Partner2), and so on. During period three, computer A has a read/write access to its data on computers Partner1, Parnter2 and Partner3 and have to keep the data for only computers Partner2 and Parnter3. This means that computer X can access 150% of its storage space; so the duty cycle is 3/2. Computer X can pipeline this process to increase its storage space exponentially. A simple solution to prevent this scenario is to prevent random read and write access if a computer is not responding to challenges.

3.2 Spite Attacks

Spite attacks are less important than cheating attacks because in spite attacks attackers try to prevent the backup service for parts of the system without gaining any direct benefit.

3.2.1 Man-in-the-middle attack

A malicious computer X declares that it has infinity storage space and that it is willing to partner up with any other computer. Whenever it manages to have two new partners: computers Y and Z, it stores computer Y’s data on computer Z, and computer Z’s data on computer Y. Thus, it does not store the backup data of its partners locally, but it just keeps the mapping information and swaps data between each two partners. Similarly, it forwards requests and challenges form computer Y to computer Z and vice versa. Computer X can potentially have a very large number of partners. Moreover, if there are several computers behaving as computer X, almost all other computers in the system will have some of these malicious computers as partners. If all these malicious computers come to a sudden stop at the same time, many computers will find that a large number of their partners are down and will not be able to do backup or restore operations. We developed a protocol that commits the two partners to a random sub-block number and then the partners exchange special challenges that guarantee that the data is stored locally.
4 Prototype Implementation

This section describes our prototype implementation. It explains how to find partners, to lay out the data, to back up and restore a snapshot of the data.

Finding partners can be achieved using a discovery protocol or a distributed directory service. Alternatively, a variant of consistent hashing technique where each node has a unique id can be used. However, we use a central server to simplify finding partners.

Similar to traditional backup systems, a computer backs up a snapshot of the data by streaming it to avoid buffering the snapshot. Files are gathered and stored in a format similar to archival file formats (e.g., tar), which use a synchronizing sequence. For a computer that performs backup, the remote storage space at the partners represents a virtual circular tape. A new backup resumes writing from the position where the last backup ended. As a configuration parameter, it is possible to have a virtual tape large enough to hold several complete backup copies (snapshots) and incremental copies as necessary.

We select the sub-block size to be 64 Kbytes of which 0.05% is meta-data overhead (e.g., block id, hash values, time stamps, etc.)

During the backup operation, some partners may be down. So before storing a data block by sending the constituent sub-blocks to the partners, a check is made to determine if there are enough live partners to guarantee that the block is recoverable. Later on, a cleaning phase reconstructs any failed sub-block. To perform a restore operation, the computer must have the encryption key, hash key, list of partners and their associated authentication keys. Then, the computer contacts its partners to retrieve all sub-blocks. Then it checks the integrity of the sub-blocks, decrypts them, and finally decodes the blocks to get the original data blocks.

We implemented the prototype in C++ using the Standard Template Library. We used five modest personal computers (Pentium Pro 200 MHz, 64 MB ram, switched 10 Mbps Ethernet cards) running Microsoft Windows NT. We ran two instances of the program on each personal computer and used the Reed-Solomon erasure code of (6 data+2 redundancy). Accordingly, the total number of partners for each program instance is eight and all communication with partners goes thought the network. The total time to back up 100 Mbytes is about 12 minutes, and to back up 1 Gbytes is about 2 hours. This time is divided among the network 44%, the disk 28%, and the CPU 28% (erasure encoding 4% + encrypting data 6% + computing hash values three times 8% + housekeeping tasks 10%).

5 Conclusions

We presented the design of a backup service as a peer-to-peer application. This cooperative backup system is cost-effective because it uses slack resource at participating nodes. The system scales up and down as it can be deployed among a few nodes, contrary to most peer-to-peer applications. The protocols we used prevents a bad computer from exploiting the collective system storage. We discussed several novel security attacks. Our prototype implementation shows that the system is feasible and uses moderate computational resources at the participating computers.

We are considering a wide scale deployment of this system. Also, we plan to investigate other types of peer-to-peer applications what require minimal supporting infrastructure.